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1 DESCRIPTION 

1.1 Purpose 

This document details the algorithms used for creating the NEON Level 3 slope and aspect data product 

(NEON.DOM.SIT.DP3.30025) from Level 1 data, and ancillary data (such as calibration data), obtained via 

instrumental measurements made by the Light Detection and Ranging (LiDAR) sensor on the Airborne 

Observation Platform (AOP). It includes a detailed discussion of measurement theory and 

implementation, appropriate theoretical background, data product provenance, quality assurance and 

control methods used, approximations and/or assumptions made, and a detailed exposition of 

uncertainty resulting in a cumulative reported uncertainty for this product. 

1.2 Scope 

This document describes the theoretical background and entire algorithmic process for creating 

NEON.DOM.SIT.DP2.30025 from input data. It does not provide computational implementation details, 

except for cases where these stem directly from algorithmic choices explained here.   
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2 RELATED DOCUMENTS, ACRONYMS AND VARIABLE NOMENCLATURE 

2.1 Applicable Documents 

AD[01] NEON.DOC.000001 NEON Observatory Design (NOD) Requirements  

AD[02] NEON.DOC.002652          NEON Level 1, Level 2 and Level 3 Data Products Catalog 

AD[03] NEON.DOC.002293 NEON Discrete LiDAR datum reconciliation report 

AD[04] NEON.DOC.002649 NEON configured site list 

2.2 Reference Documents 

RD[01] NEON.DOC.000008         NEON Acronym List 

RD[02] NEON.DOC.000243         NEON Glossary of Terms 

RD[03] NEON.DOC.001292          NEON elevation Algorithm Theoretical Basis Document 

RD[04] NEON.DOC.001984 AOP flight plan boundaries design 

RD[05] NEON.DOC.005011 NEON Coordinate Systems Specification 

RD[06] NEON.DOC.001292 NEON L0-to-L1 discrete return lidar algorithm theoretical basis         

document 

RD[07] NEON.DOC.002890 NEON AOP Level 0 quality checks 

2.3 Acronyms 

Acronym Explanation 

DTM Digital Terrain model 

DSM Digital Surface model 

DEM Digital Elevation Model 

ITRF00 International Terrestrial Reference Frame 2000 

UTM Universal Transverse Mercator 

TIFF Tagged Image File Format 

AOP Airborne Observation Platform 

FBO Fixed Base Operator 

PPM pulses per square meter 
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3 DATA PRODUCT DESCRIPTION 

3.1 Variables Reported 

The products supplied through NEON.DOM.SIT.DP3.30025 include a slope map and aspect map, both in 

raster format. Slope and aspect maps are derived from the DTM (Digital Terrain Model), which includes 

only elevations which relate to the physical terrain surface (see RD[03]). Raster maps for the slope and 

aspect are reported with horizontal reference to the ITRF00 datum, projected to the Universal 

Transverse Mercator (UTM) mapping frame in accordance with RD[05]. Slope is determined as the 

angle between a plane tangential to the local terrain surface and a plane tangential to the local 

Geoid12A surface, reported in degrees. Aspect is the direction of the steepest slope, given in degrees 

referenced to grid north. The slope and aspect rasters are divided into a set of 1 km by 1 km tiles, which 

have corners spatially referenced to an even kilometer. The product is stored in a GeoTIFF format in 

accordance with the GeoTIFF specification (Ritter et al., 2000).  

3.2 Input Dependencies 

The creation of the slope and aspect rasters requires only an input DTM. Procedures for creating a DTM 

from L1 data can be found in RD[03]. 

3.3 Product Instances 

The NEON data products produced directly from these algorithms are summarized in Table 1. 

Table 1. Data products generated by algorithms described within this ATBD. 

Data product identification Data product name 

NEON.DOM.SITE.DP3.30025 Slope 

NEON.DOM.SITE.DP3.30025 Aspect 

3.4 Temporal Resolution and Extent 

The slope and aspect products will include data collected during acquisition of a single core, re-locatable 

or aquatic site by the AOP. Depending on external variables such as weather, transit time to the site FBO 

(Fixed Based Operator), and total area of the priority 1 flight box (see RD[04]), the temporal resolution 

of a single acquisition of L0 LiDAR information could range from a single flight (4 hrs .) to several flights 

acquired over multiple days. Generally, due to the peak greenness constraint of AOP data acquisition 

(site at > 90% peak greenness value), and the requirement that all sites are to be flown annually, the 

total potential time to acquire a site will have a limit which defines the largest temporal resolution for a 

single acquisition. Details defining the total amount of potential time dedicated to a single site 

acquisition are given in RD[04]. As the NEON AOP payload is scheduled to repeat each NEON site on an 

annual basis, the temporal resolution of multiple acquisitions will be one year.  
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3.5 Spatial Resolution and Extent 

The slope and aspect are created from a 1 m spatial resolution raster DTM, and shall maintain the 1 m 

spatial resolution. The planned spatial extent of the slope and aspect maps will relate to the definition of 

the AOP flight box for each individual site (RD[04]). It is intended that a minimum of 80% of the priority 

1 flight box and 95% of the tower airshed will be acquired each year (RD[07]). As discussed in Section 

3.4, the actual acquired area could vary depending on external conditions encountered during the flight. 

Ultimately, the flight schedule as defined in RD[04] shall supersede the percent coverage requirement. 

Therefore, the actual acquired spatial extent may vary annually.  
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4 SCIENTIFIC CONTEXT 

Slope and aspect are first-order derivatives of the three dimensional terrain surface. Let the terrain 

elevation (z ) to be theoretically described as a continuous and differentiable function of the form 

 

 𝑧 = 𝑓(𝑥, 𝑦) (1) 

where x,y are horizontal coordinates in the east-west direction and north-south direction respectively. 

The derivative of z at an given x and y can be described with a vector, generally referred to as the 

gradient (∆), whose components are the partial derivatives of z with respect to x and y. Slope equates 

to the magnitude of ∆, and aspect its direction in the horizontal plane. It follows that, in mathematical 

notation, slope and aspect can be written as (Hunter & Goodchild, 1997): 

  

𝑆𝑙𝑜𝑝𝑒 =  [(
𝜕𝑧

𝜕𝑥
)

2

+ (
𝜕𝑧

𝜕𝑦
)

2

]

1
2⁄

 (2) 

 
𝑠𝑝𝑒𝑐𝑡 = 𝑎𝑟𝑐𝑡𝑎𝑛 (−

𝜕𝑧

𝜕𝑦

𝜕𝑧

𝜕𝑥
⁄ ) (3) 

Since we have knowledge of only a discrete representation of 𝑓(𝑥, 𝑦) through the DTM, and not its true 

continuous mathematica l  form, the derivative must be estimated using finite difference methods. 

Typically, finite difference methods will consider the derivative at any given cell in the DTM and utilize 

information from a limited neighborhood surrounding the DTM grid cell (see Section 4.2). 

Slope and aspect provide valuable information on the terrain structure which can be ingested as spatial 

data layers in ecosystem models. For example, slope is often used in hydrological analysis for predicting 

overland and subsurface flow velocity and the erosive potential of overland and channel flow. These 

physical processes are important to characterizing the eco-system as they influence the incidence of 

particle detachment which governs the terrain shape and influences to hydrological, geomorphological 

and ecological processes (Moore et al., 1993). Aspect provides a metric for determining the topological 

relationship between streams channels, assigning stream orders, and defining watershed boundaries 

(Jenson & Domingue, 1988). Additionally, both slope and aspect are predictors of incident solar 

radiation which can drive certain ecological and physical landscape processes (Gates, 2012) of interest 

such as evapotranspiration and snow-melt. Therefore, consideration and ingestion of slope and aspect 

into spatially driven models of landscape processes will allow for enhanced spatial predictability of 

phenomena internal and external to the landscape. 
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Figure 1. DTM (elevation), slope and aspect for a portion of the NEON LiDAR survey over Talladega National Forest. 
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−  

−  

4.1 Theory of Measurement 

The slope and aspect maps are derived from the DTM (see RD[03]). The DTM is an L3 product derived 

from the LiDAR point cloud, an L1 product (see RD[06]). As detailed in RD[06], the LiDAR sensor 

measures three-dimensional coordinates of the terrain and surface features. Surface features such as 

buildings and trees can be filtered, leaving only ground returns. The ground returns are interpolated into 

a regularly spaced grid of elevation values (DTM). The elevation values in the DTM are used to 

determine the slope and aspect at each individual cell in the raster.  

4.2 Theory of Algorithm 

The equation implemented by NEON for calculating slope and aspect from a terrain ∇ was first provided 

by Horn (1981). The Horn (1981) algorithm is a third-order finite difference approximation of the terrain 

derivative which considers the 3 x 3 neighborhood surrounding each grid cell and directly calculates the 

north-south (∇𝑦) and east- west (∇𝑥) components of ∇. The slope and aspect are then extracted from 

∇𝑦 and ∇𝑥 . Let each elevation in the DTM grid be represented by zi,j , where i and j represent the east-

west and north-south horizontal indexes of the grid cells respectively, then 

 

 ∇𝑥= [(𝑧𝑖+1,𝑗+1 +  2𝑧𝑖+1,𝑗 + 𝑧𝑖+1,𝑗−1) − (𝑧𝑖−1,𝑗+1 + 2𝑧𝑖−1,𝑗 + 𝑧𝑖−1,𝑗−1)] 8∆𝑥⁄  (4) 

 ∇𝑦= [(𝑧𝑖+1,𝑗+1 +  2𝑧𝑖,𝑗+1 + 𝑧𝑖−1,𝑗+1) − (𝑧𝑖−1,𝑗−1 +  2𝑧𝑖,𝑗−1 + 𝑧𝑖+1,𝑗−1)] 8∆𝑥⁄  (5) 

   

where ∆x is the cell size of the DTM (1 m for NEON DTMs). The slope (in radians) can then be calculated 

as 

 

 
𝑆𝑙𝑜𝑝𝑒 =  √∇𝑥

2 + ∇𝑦
2  (6) 

 

and the aspect (in radians) can be calculated as 

  

𝐴𝑠𝑝𝑒𝑐𝑡 = atan(−
∇𝑦

∇𝑥

) 
(7)                   

care must be taken in the calculation of Aspect to ensure the appropriate azimuthal direction is 

produced since the arctan function is constrained to a result between -90◦ and 90◦, and we desire an 

azimuthal direction between 0◦ and 360◦ with reference to grid north. To ensure the correct azimuthal 
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−  

direction is produced, the correct quadrant of the direction, based on the signs of both ∇𝑥  and ∇𝑦 must 

be selected and the appropriate offset applied.  Alternatively, the arctan 2 function 

(http://www.mathworks.com/help/matlab/ref/atan2.html)  can be exploited as follows 

 

 

   

𝐴𝑠𝑝𝑒𝑐𝑡 = atan2(∇𝑥 , ∇𝑦)  
(8) 

 

with the following logic (ESRI, 2015), after conversion to degrees: 

if Aspect < 0 

AspectAz = 90 − Aspect 

else if Aspect > 90.0 

AspectAz = 360 − Aspect+90 

else 

AspectAz = 90 − Aspect 

where AspectAz is the final aspect with the appropriate azimuthal direction (0◦  to 360◦). 

4.2.1    Pre-Processing 

As described in RD[03], the original DTM is created with the TIN (Triangular Irregular Network) 

interpolation method. A deficiency of the TIN interpolation method is that the available redundancy of 

multiple LiDAR observations within a single DTM grid cell are not exploited to reduce noise through 

averaging. This can propagate unnecessary uncertainty into the slope and aspect rasters, which are 

sensitive to high frequency noise, especially in flat terrain and at high spatial resolutions. To reduce the 

uncertainty in the slope and aspect maps, the original DTM is filtered with a morphological averaging 

filter using a 3 x 3 neighborh ood window. Within the 3 x 3 moving window, all cells are given equal 

weight to the averaged result. To demonstrate the improvement after application of the morphological 

averaging filter, internal testing at NEON over the Boulder runway using nominal flight parameters (100 

kHz PRF, 1000 m AGL flight altitude) was conducted. Results show that the relatively smooth runway 

surface has a high level of noise in the slope results if the morphologi cal averaging filter has not been 

applied to the DTM. The slope becomes more consistent along the runway when determined from the 

DTM with the 3 x 3 morphological averaging filter applied (Figure 2). Although not shown in Figure 2, 

similar results were obtained for aspect. Prior to creation of the rasters, the input files also contain a 

http://www.mathworks.com/help/matlab/ref/atan2.html
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buffer of 20 m on each edge. This allows the triangulation to occur on smaller subsets of data without 

creating artifacts at tile edges. The processing of the DTM, filtered DTM, slope and aspect are all 

conducted with the buffer. Once complete, the buffer is removed from the tiled rasters. 
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Figure 2. Noise reduction in slope calculation after applying morphological averaging filter to the DTM. Panel A: 
Intensity image of flight line, including low slope smooth runway surface, panel B: Slope results over the runway 
after averaging on the DTM has been applied, panel C: slope results over the runway after averaging has occurred 
on the DTM, panel D: slope results along profile lines of slope results from the averaged and non-averaged DTMs. 
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5 ALGORITHM IMPLEMENTATION 

The processing of the DTM into the slope and aspect products is achieved through the steps outlined 

in this section (Figure 3). The algorithm for slope and aspect calculations is implemented through 

multiple interconnected Matlab functions which automate the algorithm. The process is dependent 

on only the existence of completed DTM tiles. Details into the algorithm which creates the DTM tiles 

can be found in RD[03]. 

 

Figure 3. Flowchart summarizing slope and aspect creation. 



 

Title:  NEON Algorithm Theoretical Basis Document (ATBD): NEON Elevation (Slope and 
Aspect)  

Date:  03/28/2022 

NEON Doc. #:  NEON.DOC.003791 Author:  T. Goulden Revision:  B 

 

Page 12 of 24 

Step 1: 

DTM tiles are filtered with a moving 3 x 3 moving window as described in Section 4.2.1 

Input: 

1.  all DTM tiles in gtif format 

2.  flag which indicates buffer size (20 m) for each tile 

Output: Filtered DTM tiles in Geotiff format 

Functions used: filter_DTM_create_slope_aspect.m  

Step 2: 

Calculate slope according to Equation (6) 

Input: Filtered DTM tiles with buffer from Step 1 

Output: Tiled slope maps in Geotiff format with buffer removed 

Functions used: filter_DTM_create_slope_aspect.m  

Step 3: 

Calculate aspect according to Equation (8) 

Input: Filtered DTM tiles with buffer from Step 1 

Output: Tiled aspect maps in Geotiff format with buffer removed 

Functions used: filter_DTM_create_slope_aspect.m 
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6 UNCERTAINTY 

To understand the uncertainty in the slope and aspect, error sources in the DTM must be first 

considered. Error sources in the DTM are relevant because slope and aspect are derived directly from 

the DTM (see Section 5). Therefore, any source of uncertainty in the DTM will propagate through to the 

slope and aspect products. As described in RD[03], Fisher and Tate (2006) identify three primary 

categories of uncertainty in DTMs: 

1.  errors related to the sensor or instrument used to acquire the data.  

2.  errors related to the processing and interpolation of the data. 

3.  errors introduced by the structure of the terrain / landscape 

Quantifying the uncertainty in slope and aspect through category 1 is straightforward, as LiDAR system 

instrument errors can be propagated through the DTM and subsequently to the slope and aspect 

products. The propagation of instrument errors from the DTM to slope and aspect can be accomplished 

through direct functional modeling as in Florinsky (1998), or through simulation (Hunter & Goodchild, 

1997; Raaflaub & Collins, 2006; Goulden et al., 2016). Direct functional modeling of uncertainty eases 

processing time as uncertainty values are the result of the computation of a single equation. Simulation 

requires significantly more processing time, but avoids the derivation of an uncertainty equation, which 

can be complicated by non-linear behavior of the function, or correlation between variables. Raaflaub 

and Collins (2006) note that due to the non-linear nature of several slope and aspect calculation 

methods, simulation provides a more practical approach than direct functional modeling. The 

uncertainty in slope and aspect calculations currently implemented at NEON through the Horn (1981) 

method can be determined through a direct functional relationship (see Florinsky (1998)), however; the 

simulation approach is implemented. Simulation is selected over direct functional modeling because it 

allows updated slope and aspect formulations to be applied in the future without the need to derive 

updated uncertainty equations, and allows the flexibility of the future implementation of slope and 

aspect calculations which may not be well-conditioned for direct functional modeling. The simulation 

process is unaffected by the underlying equation used to calculate slope and aspect, allowing for a 

robust implementation of the algorithm in an automated processing chain.  

Uncertainty in slope and aspect introduced through category two, processing and interpolation of the 

data, can be divided into three additional sub-categories: 

(a)  selection of the grid cell size 

(b)  selection of the algorithm 

(c)  filtering errors in the LiDAR point cloud 

Analysis into the uncertainty due to varying the grid cell size on slope and aspect maps (category 2a) has 

shown that the mean slope determined from a DTM will increase as cell size decreases (Chang & Tsai, 
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1991; Zhang & Montgomery, 1994; Kienzle, 2004; Hopkinson et al., 2010), due to the ability of smaller 

grid cells to represent minor topographic variations in the landscape. Aspect has shown sensitivity to 

grid cell size, however, the relationship does not present in a systematic fashion as does  slope (Kienzle, 

2004; Erskine et al., 2006; Hopkinson et al., 2010). The nominal choice of 1 m spatial resolution slope 

and aspect maps produced at NEON was made to enable representation of fine scale variations in the 

terrain, however, the influence of noise present in the DTM (due to category one) will more severely 

affect results at fine scales. As grid cell sizes are reduced, any noise in the DTM will propagate more 

heavily into the slope and aspect calculations (Erskine et al., 2006). Therefore, a compromise exists 

between maintaining a spatial scale which accurately represents the structure of the topography while 

also minimizing the influence of instrument error (from category one). If users determine that the level 

of noise in the 1 m slope and aspect products is unacceptable, they may wish to apply additional 

smoothing to the DTM and re-calculate slope, apply smoothing routines directly to the slope and aspect 

maps, or create slope and aspect with a larger grid cell size. However, applying such approaches will 

further reduce the ability to detect fine-scale variations in the topography thorough the slope and 

aspect maps and any associated phenomena occurring at these scales. 

Category 2b describes uncertainty due to the selection of the particular algorithm used to calculate 

slope. Previous investigations have shown that the second-order finite difference algorithm by 

Zevenbergen and Thorne (1987) as well as the third-order finite difference algorithm of Horn (1981) 

have produced the most accurate results of available slope and aspect equations (Jones, 1998; 

Skidmore, 1989). Burrough (1998) suggested that the second-order finite difference method was more 

accurate in smooth terrain while the third-order finite difference method was more ac- curate in rough 

or textured terrain. However, neither Jones (1998) or Skidmore (1989) analyzed high resolution LiDAR 

data. In a study that included multiple resolution DEMs and included a high resolution DEM (1 m), 

Warren et al. (2004) found that DEM resolution had little influence on the overall accuracy of the 

method selected, indicating results from Jones (1998) and Skidmore (1989) remain relevant to high 

resolution DTMs produced from LiDAR. Therefore, it is expected that the algorithm selection has minor 

effect to the overall uncertainty. 

Category 2c describes the uncertainty introduced through incorrect classification / filtering of the LiDAR 

point cloud. This source of uncertainty is discussed in greater detail in Section 6.1 of RD[03]. In 

summary, the LiDAR point cloud classification routine can often misclassify ground points as non-ground 

and vice versa. This can result in anomalous features in the DTM which will yield incorrect estimates of 

slope and aspect. For example, Figure 5 of RD[03] shows the highest elevation areas of steep mountain 

peaks incorrectly classified as non-ground points, leaving them absent from the DTM. As a result, large 

gaps form in the DTM and are interpolated across and filled by the TIN algorithm. In these sections the 

slope and aspect will be incorrect. A similar situation can also occur in areas where dense vegetation 

pre- vents LiDAR pulses from reaching the true ground surface. Although this may not be a result of 

point misclassification, the effect on the slope and aspect maps is similar. These areas can be easily 

identified visually because there will not be any variability in the slope and aspect results between 

adjacent cells. If non-ground points are incorrectly classified as ground, this could have the opposite 
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result, introducing incorrect, but highly variable slope and aspect results. Al- though this may present 

one of the largest sources of uncertainty in the slope and aspect maps, it is difficult to identify and 

quantify errors in the absence of field observations to confirm misclassification errors. Therefore, visual 

inspections of the data are required to identify areas suspected of suffering from misclassifications. By 

request, users can obtain raster images of the DTM which provide the interpolation distance applied in 

the DTM creation process, and can provide insight into areas with sparse ground points and increased 

uncertainty. 

Errors introduced through category three, the structure of the terrain, are relevant when implementing 

the slope and aspect as data layers into spatially driven models. It has been suggested that to minimize 

uncertainty in modeled results, the DTMs used in spatial models should correspond to the natural scale 

of the terrain (Quinn et al., 1991; Zhang & Montgomery, 1994; Hutchinson & Gallant,  2000; McMaster, 

2002; Goulden et al., 2014). For example, research into spatially based hydrological models has 

concluded that 10 m resolution is normally sufficient for watershed-scale hydrological modeling (Zhang 

& Montgomery, 1994). However, it has also been identified that depending on the width of stream 

channels, channel processes may require higher resolutions DTMs (Goulden et al., 2014). Therefore, 

consideration should be given to the correspondence between the DTM spatial resolution and the 

desired scale of the modeled variable of interest. Additionally, Warren et al. (2004) noted that models 

for simulating erosive potential due to slope are often performed on field scale plots with highly 

accurate measurements of slope. The models are then transferred to a GIS environment where a large 

variation in slopes from DTMs are applied and may not be valid. For example, it has been observed that 

the application of the field-derived empirical relationships of the RUSLE (revised universal soil loss 

equation) in a GIS based model (SWAT, Soil and Water Assessment Tool) with high resolution DTMs can 

prohibit a realistic parameterization of soil erosion models (Goulden, Jamieson, et al., 2014). Users 

should exercise caution, and consider the source of relationships inherent to the model, when applying 

the 1 m resolution slope and aspect maps as data layers into spatially driven models to ensure scale 

related uncertainty is minimized. 

6.1 Analysis of Uncertainty 

Due to the fact that processing and interpolation errors (category 2) and errors due to the structure of 

the landscape (category 3) are insignificant or not directly quantifiable, focus on the analysis of 

uncertainty is placed on propagating errors from category one, errors related to the instrument. As 

discussed in Section 6, the preferred method for quantifying uncertainty in s lope and aspect is through 

simulation. Previous simulation approaches used to quantify uncertainty in slope and aspect have 

introduced DTM errors through auto-correlated random fields of error, and then executed Monte Carlo 

simulations to quantify uncertainty (Hunter & Goodchild, 1996; Holmes et al., 2000; Oksanen & 

Sarjakoski, 2005; Wechsler & Kroll, 2006; Raaflaub & Collins, 2006; Erskine et al., 2006).  
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Table 2. Error statistics at the Boulder runway. 

Metric Slope Aspect 

Residuals below simulated error (%) 75 75 

Average simulated uncertainty (◦) 0.6 26.3 

Mean observed error (◦) 0.5 23.8 

Max observed error (◦) 45.8 180 

Min observed error (◦) 0.0 0.0 

Uncertainty analysis using this approach were often performed with only knowledge of a single RMSE 

value for the entire DEM, and without direct knowledge of the spatial auto-correlation parameters 

necessary to describe spatial pattern of error in the DEM. The assumptions in this approach were 

required because information relating to the sensors and processing methods of the DEM are often 

unknown to end-users (Wechsler & Kroll, 2006). Within NEON, there is direct access to the hardware 

and processing procedures, allowing rigorous error propagation techniques to be implemented from the 

system sensor component errors, avoiding assumptions about the state of error within the DTM.  

Currently, point cloud uncertainty is propagated from LiDAR system component errors according to 

Goulden and Hopkinson (2010), and also described in RD[03]. As a result, knowledge of the spatial 

patterns of uncertainty can be retained and this information can be further propagated into the slope 

and aspect products.  Such a procedure is demonstrated for a DTM over a small (~700 ha) watershed in 

Goulden et al. (2016), which implemented identical procedures for DTM, slope and aspect development 

(TIN interpolation method and Horn algorithm for slope and aspect creation), although with a lower 

point spacing of ~1 pt / m2 than the nominal point spacing achieved by NEON LiDAR acquisitions (~4 pts 

/m2).  Also, in Goulden et al. (2016) no morphological averaging filter (see Section 4.2.1) had been 

applied to the DTM in pre-processing. Results from Goulden et al. (under review) showed that simulated 

uncertainty was ~0.6◦-1.5◦ and ~2.7◦-40◦ for 95% of the slope and aspect maps respectively.  

A similar analysis to Goulden et al. (2016) was performed with data acquired with the NEON LiDAR 

sensor over the Boulder runway. One hundred DTMs were simulated by varying the vertical error 

component in the point cloud by randomly selecting a value from within a normal distribution with 

standard deviation equal to the vertical coordinate uncertainty. Subsequently, one hundred slope and 

aspect maps were created from the DTMs. The standard deviation of the resulting value for each 

individual cell in the slope and aspect maps were used to simulate the uncertainty (Figure 4). Results of 

the test case on the Boulder runway showed simulated uncertainty averaged ~0.6◦  and ~26.3◦ for slope 

and aspect respectively (Table 2, Figure 4). This agrees well, although is slightly lower, with previous 

results from Goulden et al. (2016). This is expected because the Goulden et al. (2016) study was applied 

to a natural environment, and was not restricted to a smooth, reflective, flat runway surface where 

error is generally lower. 

High accuracy validation data also exists over the Boulder runway which allows 'validation' slope and 

aspect to be determined over the runway, and compared against the slope and aspect determined from 
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the LiDAR observations. Validation data on the runway consisted of 593 high accuracy post-processed 

kinematic (PPK) GPS points collected over two days. Validated slope and aspect values were determined 

by creating a DTM of the runway surface using the GPS validation points and a TIN algorithm, and then 

applying the (Horn, 1981) algorithm to determine slope and aspect. Observed errors (residuals) were 

then found by differencing the slope and aspect maps determined from the GPS validation data and the 

slope and aspect maps determined from the original (non-simulated) LiDAR observations, and retaining 

the absolute value of the difference (Figure 4). Subsequently, the simulated uncertainty in the slope and 

aspect products is compared against the residuals. Results show a general agreement between residuals 

and simulated uncertainty values, with 75% of residuals falling below simulated uncertainty in both the 

slope and aspect maps (Table 2). Since simulated uncertainty is produced at standard confidence we 

should expect 68% of residuals to fall below simulated uncertainty values, indicating the simulated 

uncertainty values are reasonable, but slightly pessimistic. 

 

Figure 4. Observed and simulated errors on the Boulder runway. Panel A: Intensity image of Boulder runway, panel 
B: observed and simulated errors for a portion of the runway, panel C: simulated and observed errors for a profile 
along the runway. 
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6.2 Reported uncertainty 

Currently, the Monte Carlo simulation approach described in Section 6.1 to quantify uncertainty for the 

slope and aspect products is not being generally applied. In the future, Monte Carlo simulations using 

modeled instrument errors for each individual point in the LiDAR point cloud will be implemented and 

rasters of slope and aspect uncertainty will be created and distributed with the slope and aspect 

products. Current results (Section 6.1) indicate that the uncertainty in slope and aspect is 0.6◦ and 26.3◦, 

respectively on flat reflective surfaces (i.e. runway). It should be noted that although these results give a 

general impression of the level of error that can be expected, they cannot necessarily be extrapolated 

from the runway to natural environments where other error sources are known to contribute to the 

total error (i.e.  terrain slope and vegetation). Furthermore, these results do not account for any 

uncertainty which falls into category two, or category 3, described in Section 6.  
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7 VALIDATION AND VERIFICATION 

The algorithm used to produce the slope and aspect can be verified by comparison against results of 

industry standard software packages. To verify the algorithm, the ESRI ArcGIS software package was 

used to create slope and aspect maps from a section of the LiDAR survey of Talledega National Forest 

(TALL, Figure 1). ESRI software was selected for validation because ESRI also implements the Horn 

(1981) algorithm. Slope and aspect maps were created in ArcGIS and then differenced against the slope 

and aspect maps produced by the algorithm presented in the ATBD. Results showed that the 

differences between the slope and aspect maps produced by the NEON algorithm and by ArcGIS were 

negligible (Figure 5). The minor differences that did exist are likely the result of different machine 

rounding errors as the mean difference was essentially zero (< 0.005◦) for both the slope and aspect.  
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Figure 5. Histograms of difference between slope and aspect produced by NEON and ESRI's ArcGIS Validation. 
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8 FUTURE PLANS AND MODIFICATIONS 

Future modification to the slope and aspect product will be focused on developing a Monte Carlo 

simulation algorithm to produce raster maps of uncertainty in the slope and aspect product. Raster 

maps of uncertainty will be produced at 1 m of spatial resolution and also provided in geotiff / HDF5 

format.
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